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Current State of Research
Machine Learning Security Research

We read many papers about attacking Machine Learning
Numerous studies show attacks are theoretically feasible.

Figure 1-1: Papers in the field of Machine Learning Security Research
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Current State of Research
Machine Learning Security Research

But: Where are the real-world attacks?
This work explores practicality and feasibility of poisoning attacks 
on large-scale datasets.

Figure 1-2: A notable paper from ICML 10 years ago 
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What Are Poisoning Attacks?
Data Poisoning

Split-View

Frontrunning

Aim: Alter model behavior during training to introduce targeted vulnerabilities.

Figure 1-3: Poisoning traning dataset
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Why Focus on Web-Scale Datasets?

• Modern AI relies on massive, unverified datasets.
• Manual curation is infeasible due to scale
• Trust in uncurated data sources

Figure 1-4: Recent changes in dataset size
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Types of Datasets
How do you distribute a dataset of 5B images?

Figure 1-5: Example of Distributed datasets and download tool
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Types of Datasets

1. Distributed Datasets:
• Provide only URLs and labels.
• Challenges: Content mutability, 

cost, privacy concerns.
• Example: LAION-5B.

2. Centralized Datasets:
• Take snapshots of content 

periodically.
• Examples: Wikipedia, Common 

Crawl.
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Web-Scale Datasets Risks
Domains will expire

We trust these domains to provide training data
But sometimes the URLs are unaccessible!

Figure 1-6: MMC4’s hugging face dataset
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Web-Scale Datasets Risks
Domains will expire

Maintainers can do little about it.

Figure 1-7: Someone noticed 20% of LAION-5B is missing
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Ownership Risks
Who Owns the Domains?

• News websites
• Wikimedia
• Blogs

• Some random shop…
• Nobody (the domain expired)

Figure 1-8: Illustration of 404
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Ownership Risks
Who Owns the Domains?

• News websites
• Wikimedia
• Blogs

• Some random shop…
•  Nobody (the domain expired)

• Whoever buys up the expired 
domains

Figure 1-9: Illustration of the attacker

13



Split-View Attack
A  P r a c t i c a l  A t t a c k  o n  D i s t r i b u t e d  D a t a s e t s

02
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Overview
What is Split-View Data Poisoning?

Target: Distributed datasets with dynamic content.
Key Idea: Exploit the lack of integrity checks for URLs in datasets.

time

dataset 

creation

dataset 
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Overview
Process

1
2

3

Identify expired 
domains

Host malicious 
content

Purchase 
domains

Target: Distributed datasets with dynamic content.
Key Idea: Exploit the lack of integrity checks for URLs in datasets.
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Feasibility

Expired domains are abundant: 
0.02%–0.79% of dataset URLs 
are hosted on expired domains.

Cost: Poisoning 0.01% of 
LAION-400M or COYO-700M 

costs ~$60 USD.

Success rates: Even 0.01% 
poisoning can introduce 
significant vulnerabilities. 

Figure 2-1: It often costs ≤ $60 USD to control at least
0.01% of the data. Costs are measured by purchasing
domains in order of lowest cost per image first.
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Real-World Validation
Monitoring Dataset Downloads

• Vulnerable datasets are actively downloaded.
• Traffic Insights: 15M requests/month from dataset downloaders.
• Verification: Logged 800 dataset downloads over six months.

Figure 2-3: Dataset Download StatisticsFigure 2-2: Visualization of users 
downloading Conceptual 12M.
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Impact of the Attack
NSFW Filter Evasion Attack

Figure 2-4: Evasion Attack

 Goal: Make normal images classified as NSFW by Stable Diffusion’s safety filter.
� Method:
•Selected 10 normal images.
•For each image:

◦Found 1,000 caption-image pairs labeled UNSAFE in LAION-400M.
◦Replaced all 1,000 images with the normal image.
◦Kept domain purchase cost ≤ $1,000 USD.

•Result: 90% success rate in fooling the NSFW filter.
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Impact of the Attack
Model Misclassification

Model “A cute cat”

Figure 2-5: Evasion Attack

Model Misclassification: 
Induce incorrect 

predictions on specific 
inputs.

NSFW or Harmful 
Content: Inject 

undesirable content into 
training datasets.

Backdoors in Models: 
Create hidden triggers for 

malicious behaviors. 
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Future Considerations
What If Content Changes Are Moderated?

time

dataset 

creation

dataset 

download
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Frontrunning 
Attack
A  T i m i n g - B a s e d  A t t a c k  o n  C e n t r a l i z e d  
D a t a s e t s

03
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Overview
What is Frontrunning Poisoning?

Target: Centralized datasets with predictable snapshot schedules (e.g., Wikipedia).
Key Idea: Insert malicious edits shortly before a dataset snapshot.

time

dataset 

creation

dataset 

download
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Overview
Process

1
2

3

Predict when 
snapshots are 
taken.

Edits are captured 
in the snapshot, 
even if later 
reverted.

Inject malicious 
content right 
before the 
snapshot.

Target: Centralized datasets with predictable snapshot schedules (e.g., Wikipedia).
Key Idea: Insert malicious edits shortly before a dataset snapshot.
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Importance of Wikipedia in AI
Wikipedia in Modern AI

If we could  poison Wikipedia,
we can poison all LLMs.

Widely used in LLMs:

75% of BERT's training data 
comes from English Wikipedia.

mBERT relies on Wikipedia in 
104 languages.

Centralized datasets like 
Wikipedia snapshots are critical 
to training reliable models

Wikipedia is used in nearly all 
modern LLMs.

Figure 3-1: An 800GB 
Dataset of Diverse Text 
for Language Modeling

Figure 3-2 : Illustration of wikipedia
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Importance of Wikipedia in AI
More about wiki

Figure 3-3: Wikipedia gets “poisoned” all 
the time but malicious edits are short-lived.

Figure 3-4: ML models are not trained on live Wikipedia!
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Importance of Wikipedia in AI
Preticting time

How could we know when dumps happen?
Can we predict the dump time of individual articles?

Figure 3-6: Wikipedia show its dump progress publicly.Figure 3-5: Dump time is recorded.
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Why Does Frontrunning Work?
Predictable Timing

Figure 3-7: Articles  are  snapshot  in  a  predictable  pattern.

• Wikipedia snapshots follow a 
predictable pattern.

• Blue edits (included) vs. Orange 
edits (missed) reveal a “sawtooth” 
crawl pattern.

• Parallel jobs process articles 
sequentially, moving linearly 
through assigned pages.
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Why Does Frontrunning Work?
Predictable Timing and Reversion Delays:

Figure 3-8: Individual snapshot times can be estimated to within a few minutes. Figure 3-9: A CDF of revision times for English Wikipedia.

Predictable Snapshots

•Wikipedia crawlers follow a sequential pattern.
•Edits just before crawling (blue) are included; later 
edits (orange) are missed.
•Attackers can time edits to ensure inclusion in public 
datasets.

Edits Can Persist

•50%+ of edits last over 100 minutes, long enough for 
snapshots.
•Some edits persist for days, increasing poisoning 
risks.
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Multilingual Dataset Vulnerabilities
Multilingual Risks

Smaller Wikipedias are more vulnerable due to:
    Limited moderation resources.
    Smaller article sizes, making snapshot prediction more precise.

Figure 4-4: Wiki-40B dataset shows poisoning rates of up to 25% for smaller languages.
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Defenses
S t r a t e g i e s  t o  C o u n t e r  D a t a s e t  P o i s o n i n g

04
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Overview

Issue:  Data mutabil ity without integrity checks.

Defense:  Implement cr yptographic integrity 
verif ication.

Issue:  Predictable snapshot schedules.

Defense:  Randomize snapshot t imes and delay 
content f inal ization.

Split-View Poisoning Frontrunning Poisoning
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Defense for Split-View Poisoning
Integrity Verification

What It Does:
• Attach cryptographic hashes (e.g., 

SHA-256) to dataset indices.
• Verify downloaded data matches 

original hashes.

Adoption:
• Implemented in datasets like LAION 

and COYO.
• Integrated into tools like img2dataset.

Figure 4-1: The author made a request for hash verification
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Defense for Split-View Poisoning
Challenges: False positives from normal modifications.

image at 
dataset creation

image today

Figure 4-2: Resizing, re-encoding
CAUSES FALSE POSITIVES

Figure 4-3: Hashes have many false-positives
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Defense for Frontrunning Poisoning
Prevent frontrunning by giving moderators more time.

• Break predictable patterns by crawling datasets in 
random sequences.

Randomize 
Snapshot 

Orders

• Hold snapshots for a review period to allow for content 
moderation.

• Delaying by one day catches ~90% of malicious edits
• Only snapshot edits that have stood the test-of-time

Delay 
Snapshot 

Finalization
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Defending General-Purpose Web-Scale Datasets

Figure 4-5: Illustration of Common Crawl

Challenges:
• No trusted historical snapshots 

(hashing ineffective).
• No curators to review content 

changes.
• No clear trust signals for web 

updates.

Potential Solution – 
Consensus-Based Trust:
• Trust content only if it appears on 

multiple independent sites.
• Makes poisoning harder by 

requiring widespread manipulation.
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Increasing Transparency for Trust
Supports multi-maintainer, dynamic datasets.
Reduces reliance on centralized control and static snapshots.

Current Trust Assumptions:
• Users assume maintainers, curators, and 

tools keep data unchanged.
• Websites are trusted to serve consistent 

content.

Proposed Transparency 
Measures:
• Data Transparency: Publicly track dataset 

indices to detect expired or altered content.
• Curation Transparency: Ensure all users 

receive the same curated dataset.
• Binary Transparency: Open-source 

download tools with build verification to 
prevent tampering.
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Conclusion
K e y  I n s i g h t s  a n d  F u t u r e  D i r e c t i o n s

05
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Attack is effective:

• Split-view and 
frontrunning poisoning 
expose vulnerabilities 
in datasets like 
Wikipedia and LAION.

• With as little as $60, 
attackers can poison 
0.01% of a dataset.

Defenses:

• Cryptographic checks, 
randomized snapshots, 
and automated 
detection systems.

Trust Challenges:

• Over-reliance on 
unverified open 
datasets highlights 
systemic weaknesses.

• Issues stem from lack 
of verification, not 
inherent flaws in data 
sources.
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Responsibility for Dataset Security

Domain Owners: Lack preparation for 
AI-related usage of their content.

Dataset Users: Blind trust in unverified 
datasets perpetuates vulnerabilities.

Figure 5-1: News showing that many websites are overwhelmed by crawlers
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Traditional Security Challenges

• Exploiting trust in open 
resources.

• Lack of safeguards in massive 
web-scale datasets.

Figure 5-2: PoW in Blockchain.
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Attacker Motivations

• Sabotaging model performance.
• Gaining competitive advantage.
• Manipulating outputs for malicious 

purposes.

Figure 5-3: Illustration of attacker
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Reassess Trust: ML 
researchers must 

rethink reliance on web-
scale data and explore 

decentralized 
verification.

New Threat Models: 
Study attacks where 
only content can be 
modified, but labels 
remain unchanged.

Practical Feasibility: 
Evaluate the real-world 

cost of poisoning 
attacks.

Integrity Checks: Test 
flexible approximate 

reproducibility 
methods for potential 

weaknesses. 
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